
A Human-in-the-loop Perspective on AutoML:
Milestones and the Road Ahead

Doris Jung-Lin Lee†∗, Stephen Macke‡∗, Doris Xin†∗, Angela Lee‡, Silu Huang‡, Aditya Parameswaran†

{dorislee,dorx,adityagp}@berkeley.edu | {smacke,alee107,shuang86}@illinois.edu
†University of California, Berkeley | ‡University of Illinois, Urbana-Champaign | ∗Equal Contribution

1 Introduction

Machine learning (ML) has gained widespread adoption in a variety of real-world problem domains, ranging
from business, to healthcare, to agriculture. However, the development of effective ML solutions requires highly-
specialized experts well-versed in both statistics and programming. This high barrier-of-entry stems from the
current process of crafting a customized ML solution, which often involves numerous manual iterative changes
to the ML workflow, guided by knowledge or intuition of how those changes impact eventual performance. This
cumbersome process is a major pain point for machine learning practitioners [4, 53] and has motivated our prior
work on Helix, a declarative ML framework [52] targeted at supporting efficient iteration.

To make ML more accessible and effortless, there has been recent interest in AutoML systems, both in
industry [2, 1, 21] and in academia [15, 37], that automatically search over a predefined space of ML models for
some high-level goal, such as prediction of a target variable. For certain tasks, these systems have been shown
to generate models with comparable or better performance than those generated by human ML experts in the
same time [35, 26]. However, our preliminary study of ML workflows on OpenML [48] (an online platform
for experimenting with and sharing ML workflows and results) shows that AutoML is not widely adopted in
practice—accounting for fewer than 2% of all users and workflows. While this may be due to a lack of awareness
of these tools, we believe that this sparse usage stems from a more fundamental issue: a lack of usability.

Our main observation is that the fully-automated setting that current AutoML systems operate on may not
be a one-size-fits-all solution for many users and problem domains. Recent work echoes our sentiment that Au-
toML’s complete automation over model choices may be inadequate in certain problem contexts [18, 50]. The
lack of human control and interpretability is particularly problematic when the user’s domain knowledge may
influence the choice of workflow [18], in high-stakes decision-making scenarios where trust and transparency
are essential [50], and in exploratory situations where the problem is not well-defined [11]. This trade-off
between control and automation has been a century-long debate in HCI [23, 22, 44, 5], with modern reincarna-
tions arising in conversational agents, interactive visual analytics, and autonomous driving. A common interac-
tion paradigm to reconcile these two approaches is a mixed-initiative approach, where “intelligent services and
users...collaborate efficiently to achieve the user’s goals” [23].

Along the footsteps of these seminal papers, here, we outline our vision for a Mixed-Initiative machine
Learning Environment (MILE), by rethinking the role that automation and human supervision play across the
ML development lifecycle. MILE enables a better user experience, and benefits from system optimizations that
both leverage human input and are tailored to the fact that MILE interacts with a human in the loop. For example,
our earlier work HELIX [52] leveraged the fact that workflow development happens iteratively, to intelligently
materialize and reuse intermediate data products to speed up subsequent iterations. Similarly, as discussed later
in this paper, leveraging user domain knowledge has the potential to drastically narrow down the exhaustive
search space typically employed by existing AutoML systems.
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a) User-Driven c) Autopilotb) Cruise-Control

Figure 1: Three levels of autonomy in the ML lifecycle. The gray box
represents the space of all possible workflows for a given task. Darker
workflows have better performance, and the darkest workflow at the bot-
tom is the desired workflow. a) User-driven: the user has to specify the
next workflow to explore in every iteration; a novice user (yellow arrows)
might take more iterations than an expert (blue arrows) to reach a “good”
workflow. b) Cruise-control: the user steers the system towards a set of
changes (a black box) to be explored automatically by the system. c) Au-
topilot: the user specifies only the dataset and the ML objective for the
machine to automatically find the optimal workflow.

By considering the trade-offs between
system acceleration and user control, we
organize our paper based on three in-
creasing levels of autonomy—user-driven,
cruise-control, and autopilot—drawing an
analogy with driving. The different lev-
els of autonomy characterize the degree of
user control and specification of problem
requirements versus the amount of system
automation in identifying desired work-
flows (as illustrated in Figure 1). Starting
from the manual, user-driven setting (§2),
we describe system challenges in enabling
users to rapidly try out different workflow
variants, including techniques that speed
up execution time to achieve interactive
responses, and those that improve debug-
ging and understanding of different work-
flow versions. Next, in the cruise-control
setting (§3), the system works alongside
users collaboratively in search of a work-
flow that fits the user’s needs, by letting users declaratively specifying problem requirements, and identifying
desired workflows via a dialog with the user. Finally, in the fully-autonomous, autopilot setting (§4), we outline
several techniques that would improve and accelerate the search through different ML design decisions. At a
high level, these techniques hinge on accelerated search via AutoML-aware work-sharing optimizations and
more intelligent search via knowledge captured from user-driven ML workflows. Therefore, a holistic system
for varying levels of autonomy is crucial.

Our goal for characterizing the design space of such systems into the three representative levels is to bridge
the knowledge gap between novice and expert users and thereby democratize the process of ML development
to a wider range of end-users. For example, to build an image classifier, an expert user might want to explicitly
choose which model and preprocessing techniques to use, but leaving the manual search of the hyperparameter
settings to the system, whereas a novice might opt for the fully-autonomous setting to search for any optimal
workflow. By addressing the research challenges in each level of autonomy, we can envision an intelligent,
adaptive, multi-tiered system that dynamically adjusts to the appropriate balance between usability and cus-
tomizability depending on the amount of information present in the user input. In addition, by supporting
different levels of autonomy in a single system, the system can synthesize knowledge from expert users (such
as knowing that a convolutional neural network would be most suitable for building an image classifier) to help
the non-experts.

Across the different levels of autonomy, we encounter research challenges from the fields of ML, databases
(DB), and HCI. The ML challenges include meta-learning techniques for intelligently traversing the search space
of models. The database challenges include optimization of time and resources required for this search process
leveraging common DB optimizations such as pipelining, materialization, and reuse. The HCI challenges in-
clude designing abstractions that make it easy to communicate high-level problem requirements to the system,
as well as providing interpretable system outputs and suggestions. The challenges from these three fields are
not isolated but instead impact each other. For example, developing DB optimizations that speed up execution
time also leads to a more responsive and interactive user experience. Creating more usable debugging tools also
improves model transparency and interpretability. For these reasons, in order to design a holistic solution, it is
crucial to work at the intersection of these fields to tackle the challenges across the different levels of autonomy.
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